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A novel photometric calibration framework is presented for a projector-camera (ProCam) display system,
which is currently under booming development. Firstly, a piecewise bilinear model and five 5-ary color
coding images are used to construct the homography between the image planes of a projector and a camera.
Secondly, a photometric model is proposed to describe the data flow of the ProCam display system for
displaying color images on colored surface in a general way. An efficient self-calibration algorithm is
correspondingly put forward to recover the model parameters. Aiming to adapt this algorithm to different
types of ProCam display system robustly, a 3×7 masking coupling matrix and a patches image with 1024
color samples are adopted to fit the complex channel interference function of the display system. Finally,
the experimental results demonstrate the validity and superiority of this calibration algorithm for the
ProCam display system.
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In the last decade, projectors have broken out of the tra-
ditional role as awkward, simplex output devices and
have been transformed to be portable[1], environment-
sensing, interactively-communicating, and multifunc-
tional display systems. A good example of these display
systems is the projector-camera (ProCam) display sys-
tem, of which the basic unit is a projector attached with
a camera. Depending on the modern vision art, the Pro-
Cam display system has been commonly used in many
developed applications, such as keystone correction[2],
smart presentations[3], and tiled display[4]. Moreover,
current efforts in this area have made it clear that the
application outlook of the ProCam display system will
be highly exploited in the near future by new ideas
like controlling the appearance of three-dimensional (3D)
object[5], iLamp and radion frequency identity and ge-
ometry (RFIG) lamp[6], 3D multi-spectral scanner[7], etc.
Without exception, the ProCam display systems involved
in these applications are all needed to be geometrically
and photometrically pre-calibrated to achieve the inner
characteristics of the display system, and to ensure the
expected accurate results. Moreover, the screen for the
ProCam display system is not constrained to a high-
quality white screen but has been extended to an or-
dinary curved and colored surface[5,7].

Concerned about the photometric calibration problem
of the ProCam display system, there are much existed
work on the projector’s and the camera’s calibration, re-
spectively. In Refs. [8, 9], several general methods were
introduced to estimate the input transfer function of a
camera and the precision optical instruments, for exam-
ple, photometers or colorimeters were naturally used to
obtain the transfer function of the projectors. However,
due to the limited range of the measurement at a time
using the precision optical instruments, these methods
are inefficient and cannot recover the spatial variation
of projectors accurately. Therefore, the calibrated cam-
eras are recently introduced to estimate the projector’s

transfer function and several techniques have been de-
veloped to calibrate the ProCam display system[10,11]. In
these methods, the projector is calibrated beforehand us-
ing the precision optical instrument and meanwhile the
camera is pre-calibrated under ideal environment, and
then the calibrated camera is used to estimate the pro-
jector’s transmission function on a perfectly-white screen.
These techniques can obtain relatively accurate calibra-
tion results but require fussy processes. More recently,
online self-calibration techniques were developed, which
did not depend on other calibration aids but extracted
the calibration information from the user-projected im-
agery and their camera-outputs at different settings[5,12].
These techniques show high efficiency but suffer from the
simple assumptions of color mixing between the projector
and the camera or being only applied to the monochrome
display surfaces and grayscale images. In this letter, a
general model and a novel algorithm are proposed to ex-
tend the photometric calibration method to be adaptive
to different types of ProCam display system, such as its
projector operating in different modes for displaying color
images on colored surface for different application pur-
poses.

The ProCam display system is composed of a projec-
tor (VGA NEC LT 30+) with a native resolution of 1024
× 768 pixels and a camera (HITACHI HV-D30) with a
resolution of 768 × 576 pixels. The images are projected
onto the screen via a display card (RADEON R9200SE),
and those images from the camera are captured by an 8-
bit Matrox Meteor II/Multi-channel frame-grabber. We
assumed that the color channel numbers of the projector
and camera both were three (e.g., red (R), green (G),
blue (B)).

Before photometric calibration, the geometric map-
ping, which is defined as m(x, y) = (u, v) from the pixel
(x, y) in the image plane of the projector to the cor-
responding pixel (u, v) of the camera, should be con-
structed. If m is divided into proper numbers of subsec-
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tions, each section can be simply fitted by using a bilinear
interpolation function, which is defined in matrix form as

[u v]T = A · [xy x y 1]T, (1)

where A is a 2 ×4 matrix including the unknown coeffi-
cients of the mapping. By projecting 625 square patches
uniformly spaced in the display domain and scanning the
patches efficiently by a 5-ary color coding, 625 corre-
sponding points in the two image planes are obtained
using just five projected images. Every four groups of
nearest-neighboring points are adopted to calculate the
coefficient matrix using the least square method and the
final geometric mappings are stored as a look-up table.
Compared with the binary coding algorithm[5], the mean
and root mean square (RMS) errors of this algorithm
are 0.93 and 0.24 pixels, respectively, which are accurate
enough for the photometric calibration.

Supposing that the projector, the camera, and the
screen surface are all time-invariant, the data flow of a
single pair ProCam display system can be abstracted as
illustrated in Fig. 1. Let r, g, and b define the dig-
ital values for one pixel of the image, an input image
Iin(x, y), where Iin = [rin, gin, bin]T, is firstly trans-
formed by the spatially invariant channel response func-
tions, fp

r , fp
g and fp

b , of the projector and mapped to the
transformed image Itr(x, y), where Itr = [rtr, gtr, btr]T =
[fp

r (rin), fp
g (gin), fp

b (bin)]T. Then, the transformed im-
age Itr(x, y) is modulated by the spatially uniform chan-
nel interference function, fm, between the projector and
the camera to create the projected image Ip(u, v) =
fm(Itr(x, y)), where Ip = [rp, gp, bp]T. Based on the
assumption that the linear reflectance model can accu-
rately characterize a wide range of physical surfaces[13],
the transformed image is further modulated by a spa-
tially dependent but input-independent intensity varia-
tion, p(u, v), of the projector and the spatially variant
surface’s reflectance function, S(u, v), to form the dis-
played image Id(u, v)=S(u, v)× p(u, v)× Ip(u, v), where
Id = [rd, gd, bd]T and S=[sr, sg, sb]T. This image is
reflected by the screen and captured by the camera to
produce the image Ic(u, v)=Id(u, v) × c(u, v), where c
represents the spatially intensity variance of the cam-
era, and Ic = [rc, gc, bc]T. Finally, the captured im-

age is further processed by the spatially invariant chan-
nel response functions, f c

r , f c
g and f c

b , of the camera to
obtain the output image Iout = [rout, gout, bout]T =
[f c

r (rc), f c
g (gc), f c

b (bc)]T. Thus, the output image is a
function of the input image Iin and the spatial coordi-
nates (x, y), and the equation can be finally described
as

iout (Iin,m(x, y)) = f c
i (ki(m(x, y))

×(fm(fp
r (rin(x, y)), fp

g (gin(x, y)), fp
b (bin(x, y))))i),

i = r, g, b (2)

where ki(m(x, y)) = c(m(x, y)) · si(m(x, y)) · p(m(x, y))
represents the spatial variation for each color channel.
Hence, the task of the calibration for the projector-
camera based display display system is to recover
the function of f c, fp, and fm and the coefficient
K=[kr, kg, kb]T.

Generally, f c, fp, and fm are all nonlinear func-
tions. Firstly, the function f c can be determined of-
fline only once, and a calibration chart or auto-calibration
techniques[12] on the screen may be used and the range of
the captured color Ic is constrained to be [0,1]. Once this
is done, the look-up table (LUTc) mapping the output
color Iout to the captured color Ic can be constructed.
Then, because the coefficient K represents the spatial
variation of the input image, it can be efficiently scaled by
projecting a flat-white (r=g=b=255) image and recovered
by normalizing the captured colors to the objective white
point. Since the camera is color corrected in prior and
adopted as the proxy for the viewer in the ProCam dis-
play system, the objective white point is simply assumed
to be [1, 1, 1] here. Finally, a series of monochromic uni-
form patches are further projected and a series of uniform
patches for their projection output are recovered by using
LUTc and K to obtain the channel response function fp.
Meanwhile, inspired by the existed studies for the charac-
terization of liquid crystal display (LCD) or digital light
prosessing (DLP) projectors[14,15], the calibration of the
function fm is to find a 3×L(L = 7) matrix M to map
the color Itr to the corresponding color Ip :

Ip = M · g, (3)

Fig. 1. Data flow chart of a single pair projector-camera display system.
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where g=[re, ge, be, ce,me, ye, ke]T is a color vector ex-
tended from Itr using the masking model approach[16].
Given that n color samples are captured and let Ii

p and
gi (i = 1, 2, 3, · · · , n) be the ith captured color Ip and
the extended color vector of the ith patch, respectively,
then the matrix M can be solved using Moore-Penrose
pseudo-inverse as

M = (QGT)(GGT), (4)

where Q=[I1
p, I2

p, I3
p, ..., In

p ] and G =[g1, g2, g3, ..., gn].
In our experiment, a calibration pattern including 1024
color patches, in which 512 colors were evenly (8×8×8)
sampled from the device color space (RGB), was pro-
duced, as shown in Fig. 2(a), for the recovery of the
matrix M. Figure 2(b) shows the test screen, of which
the reflectance is spatially variant. The image in Fig.
2(c) is the variant pattern when the calibration pattern
is projected onto the test screen and captured by the cam-
era. Figure 2(d) shows the transformed pattern inversely
computed from the variant pattern using the obtained
function LUTc and the coefficient K as

itr(x, y) = LUTc
i (iout(x, y))/ki, i = r, g, b. (5)

Note that the transformed pattern was hardly dependent
of the screen’s reflectance and spatial intensity variance
of the projector and the camera when compared with the
variant pattern, which successfully demonstrated the as-
sumption of linear reflectance for usual physical surfaces.

In order to verify the accuracy of the estimated pa-
rameters, some standard digital images selected from
ISO/JIS-SCID are used as the testimages, and one of
which is given in Fig. 3(a). Based on the geometric
mapping and the photometric calibration results when
the projector is operated in the “sRGB” display mode,
the predicted output image of the camera for the stan-
dard image can be rendered as Fig. 3(b). Figure 3(c)

Fig. 2. (a) A calibration pattern used to recover the matrix
M and (b) a screen with chromatic patches used to test our
calibration method. The calibration pattern (a) is projected
onto the test screen and captured by the camera, resulting
in (c). From this, a transformed pattern (d) is computed by
using Eq. (5).

shows the expected output image for the standard im-
age, which is obtained by directly projecting the stan-
dard image onto the test screen and then capturing it
by the camera of ProCam display system. By comparing
Fig. 3(b) with Fig. 3(c) pixel by pixel, the mean (Emean)
and RMS (ERMS) errors of the absolute difference for the
channel R, G and B among them are defined as

Emean =
1
N

N∑

j=1

∆Ej ,

ERMS =

√√√√ 1
N

N∑

i=1

(∆Ei −Emean)2,

∆E = |IO − IR|, (6)

where N is the number of the compared pixels, IR, IO

are the referenced and objective color, respectively. The
results are listed in the sub-column of “Pro.” under
“sRGB” in Table 1. Hereby, the rendered result is very
close to the expected output image, which verifies the
feasibility of this framework. Moreover, as seen from the
pseudo-color in Fig. 3(d), taking the channel B for exam-
ple and actually the same for other channels, the rendered
error of Fig. 3(b) mainly occurred on the edges of the
details, which is mainly due to the limited resolution of
the camera used in this experiment. Furthermore, in or-
der to demonstrate the superiority, this algorithm is also
run in the “presentation” mode and compared with the
3×3 color mixing matrix presented in Ref. [4]. As shown
in Table 1, when the projector operated in the “sRGB”
mode, the simple 3×3 matrix is enough for encoding
the color mixing between the projector and the cam-
era. However, because the DLP projector is enhanced
with the white channel in the “presentation” mode, the
proposed 3×7 masking coupling matrix outperforms the
simple method and produces robust calibration results.

In conclusion, a detailed photometric model for the
ProCam display system is presented, completely con-
sidering the vignette effect and the channel interfer-

Fig. 3. (a) The standard image used to test our algorithm.
(b) The predicted result based on the calibration results. (c)
The standard image projected and captured by our display
system. (d) The pseudo color image to show the absolute
difference for the channel B between (b) and (c).
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Table 1. Mean (Emean) and RMS (ERMS) Errors of
the Rendered Output Compared to the Expected

Output for the Test Image in Fig. 3(a) on the Test
Screen in Fig. 2(b) in the “sRGB” and

“Presentation” Modes. The Results for the Simple
3 × 3 Mixing Matrix (Abbreviated as “Sim.”) and

the Proposed 3×7 Masking Coupling Matrix
(Abbreviated as “Pro.”) Are Listed for Comparison

Channel
sRGB Presentation

Sim. Pro. Sim. Pro.

R
Emean 6.1 6.2 19.5 7.0

ERMS 10.7 10.8 24.4 11.4

G
Emean 6.2 6.2 21.1 6.8

ERMS 11.0 11.5 25.4 11.4

B
Emean 9.7 8.5 23.4 8.7

ERMS 15.0 14.7 29.6 15.2

ence of the display system for color images displayed on
colored surface. An efficient calibration algorithm, adap-
tive to different types of ProCam display system, is devel-
oped to recover the parameters of the photometric model.
This method does not depend on other calibration aids
or physical measurements, but instead extracts the cal-
ibration information by projecting a few user-specified
imageries on the color surface. The experimental results
successfully verify the feasibility of this framework and
especially its priority for the multi-channel projector in-
cluding in the ProCam display system. However, due to
the limited resolution of the camera in the experimental
display system, the calibration result shows somewhat
obvious error for the rendering of detail content in the
image. Given that the high resolution camera is used in
the ProCam display system, the calibration accuracy will
be expected to be increased. On the other hand, how
to further correct the color artifacts of the projection
display, as shown in Fig. 3(c), based on this calibration
framework will be the next issue of our research.
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